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DeepMind uses Al to control plasma
inside tokamak fusion reactor

For the first time, artificial intelligence has been used to control the super-hot
plasma inside a fusion reactor, offering a new way to increase stability and

efficiency
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YouTube video streaming now using A.I.
that mastered chess and Go
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DeepMind's Al uses Trolley Problem to learn ethics

By John Doe published March 04, 2022

Life-and-death situations are now decided by robots.
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Nvidia's GPU-powered Al is
creating chips with 'better than
human design’

By Jacob Ridley published 7 days ago

So, it's using Al accelerated by its GPUs to accelerate its GPU development.

€6 So thisis like an Atari video
game, but it's a video game for
fixing design rule errors in a
standard cell.

Bill Dally, Nvidia
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EDITORIAL

Gamifying Ethics for AL

The most advanced artificial intelligence can learn how to be ethical.
In turn, ethics must become a game for it to beat.

Story by Ryan Lewis

MARCH 2022 ISSUE

Editor’s Note: This article is part of a research portfolio that attempts to answer the question:
How do we teach Al systems to be ethical?

I. The Current State of AI

ECHNOLOGY HAS DOMINATED human affairs for centuries. From the telegraph.
to the car, to the Internet, technological advances have gently taken typically
human activity away from humans, and performed it on its own.
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The games we play everyday are hallmarks of our ethics systems
and can be used to define them too.
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Should all
systems be
ethical?
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e Humanvs Non-Human

e Gray Areas
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Google’s YouTube

Game-Oriented Ethics in Al: Game-Oriented Ethics in Al
The Future Mu-Zero and the Ethical...

Game-Oriented Ethics in Al:
The Types of Games
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GAME OF ETHICS

PERSON LIVES

<

PERSON DIES




How to play: Tap the top side of the
screen to send the trolley to the top track.
Press the bottom to speed up the trolley
and let it continue towards the bottom
track.
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3 MAIN ETHICAL THEORIES

virtue: IS It proper??

conseqguentialist: s It good?

deontologist: Is It right?
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MATTHEW SADLER & NATASHA REGAN

AlphaZero’s Catalan novelty in a double pawn
sacrifice variation! AlphaZero’s Opening Strategies

GM Matthew Sadler and WIM Natasha Regan

Chess Stfa

With 3 foreword by Garry Kasparov
Introduction by DeepMind CEO Demis Hassabis
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no expense 0 do

to others or yourself: Le. Waste  12. TRANQUILITY

nothing, Be not disturbed at trifles, or at

accidents common or

e i T unavoidable.
no time. Be always.

employed in somethingusetul. 13, HUMILITY

Cut off all unnecessary actions.  Imitate Jesus and Socrates.

7. SINCERITY

Use no hurtful deceit. Think e

innocently and justly: and if you

speak, speak accordingly.

Frankiin didn’t try to work on all 13 virtues at once. Instead, he
work on one and only one each week “leaving all others to
ordinary chance.” While Franklin didnt live completely by hi
virtues, and by his own admission he fell short of them many
times, he believed the attempt made him a better man and gre
contributed to his success and happiness, This is why he devoted
more pages to this plan in his autoblography than 1o any other
int. Franklin wrote, *! hope, therefore, that some
descendants may follow the example and reap the benefit.”
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Can Al
emulate all
ethics?
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These questions about actual
structures of Als and how they
enable some kinds of ethical
thought but disable others are
*the* questions we need 7

~ Dr. Samuel Baker
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Classification

e Machine Learning

e Too Many Virtues

Select all squares with street signs.
If there are none, click skip.




~ Work in the Field

Trained Ethical Models - Dr. Marcello Guarini  (2006)

Input description

P

Jill kills Jack in self-defense.

Jack kills Jill in self-defense.

Jack allows Jill to die in self-defense.
Jill kills Jack to make money.

Jack kills Jill to make money.

Jack allows Jill to die to make money.
Jack kills Jill out of revenge.

Jill allows Jack to die out of revenge.
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Jack kills Jill to eliminate competition.




Work in the Field

Teaching Ethics Through Games - Dr. Karen Schrier (2011)
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Ry  ¥ABER SCRAIER Using Games to Prepare Ethical Educators and Students
" 7 March 2011
Conference: Society for Information Technology & Teacher Education International
Conference - Volume: 2011
,i_, Projects: Games and ethics - games and learning

HOW GAMES TERCH
ETHICS AND CIVICS
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Open Source

e Github, Gitlab, Bitbucket..

There are already a variety of MuZero and AlphaZero implementations available:

e AlphaZero-General (any framework; sequential): https://github.com/suragnair/alpha-zero-general

e MuZero-General (Pytorch; parallelized): https://github.com/werner-duvaud/muzero-general

e MuZero in Tensorflow (Tensorflow; sequential): https://github.com/johan-gras/MuZero
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